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ABSTRACT
Current head-mounted displays enable users to explore virtual
worlds by simply walking through them (i.e., real-walking VR). This
led researchers to create haptic displays that can also simulate dif-
ferent types of elevation shapes. However, existing shape-changing
floors are limited by their tabletop scale or the coarse resolution of
the terrains they can display due to the limited number of actuators
and low vertical resolution. To tackle this challenge, we introduce
Elevate, a dynamic and walkable pin-array floor on which users can
experience not only large variations in shapes but also the details
of the underlying terrain. Our system achieves this by packing 1200
pins arranged on a 1.80 × 0.60m platform, in which each pin can
be actuated to one of ten height levels (resolution: 15mm/level). To
demonstrate its applicability, we present our haptic floor combined
with four walkable applications and a user study that reported
increased realism and enjoyment.
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1 INTRODUCTION
Today, the majority of head-mounted displays, even most com-
mercial devices, allow users to explore virtual worlds by simply
walking around in their surroundings; this is known as real-walking
Virtual Reality (VR). The advantage of real-walking VR as a loco-
motion modality is that it is immersive as it stimulates the user’s
proprioceptive and vestibular senses as users physically move their
bodies both in the real and virtual environments. This compelled
researchers into tackling a subsequent key challenge that arises
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Figure 1: Elevate is a walkable high-resolution and large-
scale pin-array display that can generate a variety of physi-
cal terrains for virtual reality. Here, we demonstrate our de-
vice generating the terrain of a landscape and a userwalking
on it.

in real-walking VR systems: not only should users be able to walk
around but also they should be able to feel the terrain beneath their
feet (e.g.,[18, 23, 27] ).

In fact, although often taken for granted, walking is a rich so-
matosensory activity, all the way down from limb movements to
the feedback we feel from the soles of our feet. The body is ca-
pable of perceiving the slightest variation in inclination, bumps,
and holes in the terrain, with the feet serving simultaneously as
kinesthetic [23] and tactile [44] sensors. Different from the hands,
the static and dynamic forces applied to the feet during standing or
walking are in the order of hundreds or thousands of Newtons [44],
making the experience of "feeling through the feet" a unique yet
powerful haptic experience.

The search for this elusive haptics for feet, led researchers into
engineering haptic devices that can render terrains by physically
displacing modular pieces that the user stands on, such as moving
robot tiles [10], tilting haptic tiles [1, 2, 5], inflatable airbags [36, 40],
tilt-adjustable treadmills [24], and pin-arrays [33]. However, these
previous shape-changing floors are limited by their tabletop scale [1,
2, 5] or the coarse resolution of the terrains they can display, due
to the limited number of actuators [2, 10, 24, 33, 36, 40] and their
low vertical resolution [2, 24, 40].

To tackle these challenges altogether and contribute to the field
of interactive haptics, we introduce Elevate, a dynamic and walka-
ble pin array floor on which users can not only experience large
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variations in shapes but also subtle details of the underlying ter-
rain, as depicted in Figure 1. Our device achieves this by means of
1200 individually controllable pins arranged on a 1.80m × 0.60m
platform. Furthermore, each 3cm × 3cm size pin can be actuated to
one of ten height levels (resolution: 15mm/level). To illustrate the
design space enabled by this one-of-a-kind large-scale haptic floor,
we present it in combination with several real-walking VR and
standalone applications. Lastly, we validated our prototype through
a user study in VR, in which participants reported increased real-
ism and enjoyment when experiencing the VR environment via
Elevate.

2 RELATEDWORK
The work we present in our paper builds on the fields of haptics,
especially on hardware-techniques that deliver haptics to the user’s
feet, not only for virtual-reality but also for more general interactive
walking experiences.

2.1 Foot-based Haptics
Kinesthetic and tactile feedback through one’s feet, such as elicited
when walking [23, 44] in virtual reality, is an important factor
for attaining immersion in virtual environments or creating rich
interactive experiences. To achieve this, researchers have developed
a number of wearable devices that deliver foot haptic feedback to
the user’s feet. One such approach is to create "haptic shoes", i.e.,
shoe-like interfaces, embedded with haptic actuators, that users
wear as they walk around. For instance, Turchet et al. [41] and
Takeuchi [38] attached vibration actuators on the sole of the shoes
to provide a walking experience on virtual ground. Hill et al.[7]
also explored transferring information by using vibration actuators.
RealWalk [32] adopted actuatedMR fluid to express the deformation
ofmaterials on the ground in VR, such as snow, sand andmud.Wang
et al. [46] developed air-bladder-based elastomeric shoes to express
the slope of the ground. Level-Ups [28] is a pair of mechanical
brake-actuated shoes that can simulate different heights of a virtual
terrain. Although wearable foot haptic devices have the benefit
of working over a larger (potentially infinite) area, they require
instrumenting the user’s feet, which results in reduced comfort.

Another well-researched approach for delivering haptics to the
user’s feet is to let users stand on a platform embedded with haptic
feedback. Visell et al. [42, 43] used vibrators and spring mecha-
nisms [44] to provide the feeling of walking over snow or sand, i.e.,
achieving ground textures. Wohlauf et al. [47] introduced the haptic
tile, which works as a weight scale on which users have a sense
of load with rigidity instead of the numeric weight value. Also,
researchers have explored adding tangible objects, which the users
can kick around to control their interface, on top of interactive
floors [29].

Haptic floors are of especial importance for real-walking VR
because, in this type of setups, the user is already bounded to
the tracking volume and thus the aforementioned advantages of
haptic shoes become less pronounced. As such, researchers have
long explored robotic walking simulators [11, 30] and robot tiles,
which can move up/down, allowing users to walk over different
heights. The more recent approach, is to directly manipulate the
terrain by employing motor-actuated tiles (i.e., a tile is a modular

segment of the whole floor, typically in a grid layout), such as by
manipulating the tile’s adjustable slope [2, 5], using a turntable
with a slanting mechanism [1], or even using adjustable incline
treadmills [8, 9]. For example, the Ground Surface Simulator [24]
is a treadmill featuring six linear actuators that together create
various slopes on which the user can walk on. However, in these
types of haptic devices, the expressiveness of terrain detail felt by
the feet is limited as their resolutions are very coarse, i.e., each tile
is very large. Elevate, on the other hand, renders both the topology
of a landscape and its non-linear slope while intentionally avoiding
user’s instrumentation which causes discomfort to the users.

2.2 Pin-array Displays
Shape displays [6, 12, 14–16, 25, 31, 37, 50, 51] provide a higher
resolution implementation of the aforementioned actuated-"tiled"
approach, allowing to display physical 2.5D shapes with high res-
olution. However, most shape displays are designed as a tabletop
interface for interactions with the hands and arms [6, 15, 16, 31,
37, 50, 51]. These shape displays are often implemented via a 2D
array of pin actuators, with each pin being moved independently
by a motor, typically a linear actuator as in [6, 15, 16, 31, 37, 50].
The result is high resolution with, typically, fast update speeds.
However, the limiting factor is that these linear actuators cannot
withstand hundreds of kilograms of force, i.e., users can touch them
with their hands but cannot stand or walk on them.

Our device takes inspiration from these aforementioned pin-
based shape-changing tabletops but aims at redesigning their inner
workings to enable foot-based haptic feedback, aiming for a large
scale device that covers a sufficient arena and withstands a user’s
weight as they walk on the device.

In fact, other researchers have recently explored the idea of
generating different terrains using push-pull mechanisms, such as
pneumatic actuators [36, 40], or mechanical linear actuators [2, 24,
33] installed on a platform. For instance, both TilePoP [40] and
LiftTiles [36] are haptic floors that use pneumatic actuators as an
approach to scale up in one dimension to display virtual objects.
Yet, these platforms are of coarse resolution, and inflated actuators
are not stable enough for any user to walk on, as researchers have
highlighted in their findings [36, 40]. Moreover, researchers have
built haptic floors that generate terrains, such as the ALF (ALive
Floor) [33]. ALF has 28 pin actuators with eight triangulated panels
on each actuator. However, this device, much like those of [40]
and [36], is limited to low-resolution feedback, not quite capable
of generating terrains with high-resolution, e.g., they can elevate
the user’s feet but cannot generate a sharp incline or the feeling
of standing on textures and uneven ground (i.e., rocky ground).
Instead, Elevate bridges between these trade-offs, by proposing a
walkable large-scale and high-resolution shape changing pin-array
display that can render a variety of physical terrains with a finite
number of actuators.
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3 FOUR KEY CHARACTERISTICS OF HOW
ELEVATE CREATES WALKABLE DYNAMIC
TERRAINS

To give the reader a complete picture of how Elevate creates walk-
able dynamic terrains, we describe an example walkthrough of a
user experiencing a rocky desert in virtual reality (VR).

As shown in Figure 2, the user is crossing a rocky VR desert,
but the path is cut off by a canyon. To cross over the canyon, the
user picks up some nearby rocks and drops them into the canyon.
After throwing enough rocks, these start to pile up into a pillar that
stands out. As a response, Elevate creates a physical pillar bymoving
its pins upwards. Because the elevation created by our device is
stable, due to its strong locking mechanism, the user can cross the
canyon by physically stepping on the pillars. This depicts two among
four key characteristics of our design: (1) it withstands human
weights; and, (2) its feedback is dynamic, i.e., it can re-configure
any pin that the user is not standing on at run-time.

Figure 2: As the user fills the bottom of the cliff with rocks,
Elevate dynamically creates pillars that match the shape of
the rocks. These pillars are sturdy enough that the user can
walk on them to cross the canyon.

Then, on the other side of the canyon, the user encounters a
rocky fields for which is finding a way through is difficult. As the
user keeps walking (Figure 3 (a)), the user is able to feel the terrain
underneath. This showcases Elevate’s third key characteristic: (3)
its a largewalkable surface of 1.8 x 0.6m, longer andwider than
the typical haptic floor [2, 5], and compatible with the explored
surface area used for VR applications [33].

Finally, the user finds a way out of the desert by stepping over
several rocks of different shapes and sizes, which our device gen-
erates accordingly as depicted in Figure 3 (b)– the user feels each
rock’s shape and size at each step. This is only possible due to
our fourth key principle: (4) unprecedented resolution of 1,200
pins, each covering an area of 3 x 3 cm in a 20 x 60 grid. Our
pins can also rise up to 15mm, with 10 discrete intermediate posi-
tions (15 mm vertical resolution). This level of detail, seen before
only on tabletop pin-array displays [6, 15, 16], is what allows to
depict the fine-grained differences between the rocks displayed in
Figure 3 (c-f).

In summary, compared to previous haptic floors, Elevate pro-
vides unique physical affordances that allow to realize new and
unforeseen applications at a larger scale. While we demonstrated
the four benefits of Elevate (i.e., withstands human weight, dy-
namic, large scale, and high-resolution) in the example of this VR
walkthrough, in the Applications section we will also showcase
how Elevate enables new interactive scenarios outside of VR.

Figure 3: (a) As the user keeps walking in this VR desert, the
feet keep experiencing tactile feedback over a haptic large-
area of 1.8 x 0.6m; (b) Here, the user feels the shape of a rock
under the feet. (c-f) Elevate makes use of its high vertical
and horizontal resolution to render the different shapes of
the different rocks the user steps on.

4 SYSTEM IMPLEMENTATION
Elevate is made of three components: 1200 pins, a shape generator
(the electromechanical device that moves the pins), and a locking
system (the electromechanical device that secures the pins in place)
(Figure 4). Generally speaking, the mechanical principle behind
Elevate is as follows: (1) its pins are actuated by the motorized
shape generator one row at a time, allowing them to take the shape
of the intended terrain; (2) what keeps the pins from falling back
down are strong magnets that temporarily hold the pins in place
at a desired height while a single row is being rendered; (3) then,
when a particular row is updated (i.e., all pins of this row have been
set at their intended height), the pins are firmly locked using our
motorized brake mechanism; lastly, (4) after locking any row of pin,
the user can walk over these.

Figure 4: Three major components of Elevate: (1) the pins
(top); (2) its locking system (middle), and (3) its shape gener-
ator (lower). We depict also a detail of how we layered the
materials in Elevate’s mid supporting structure.

Elevate is mounted on a box-framed structure made from alu-
minium profiles (120 cm wide x 248 cm deep x 73 cm high). The top
side of the box (at 73 cm) is our actuated platform, and it is covered
by a smooth sheet of birch plywood (15T), which houses the pins
and prevents them from colliding with each other. In the middle,
there is a layered structure made of an acrylic sheet (6T) and of an
iron plate (14T) glued together. All these elements combined make
up for a strong platform that bears the weight of an average user.

Furthermore, the side of the box structure also has attachments
for protective railings that prevent users from falling down from the
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Figure 5: Hardware components of the shape generating system: overview of shape generator (left); hardware components of
the custom actuator module (right).

platform. The following subsections describe the implementation
details of the three main components of Elevate and how they
communicate with each other.

4.1 Pins
Each of the 1200 pins of Elevate was machined from a block of birch
plywood and shaped to support a 150 mm vertical displacement.
The cuboid shape of the pins was designed by referring to previous
studies [6, 15, 16] and taking into account two requirements: density
(no hole between the pins) and the need to operate the pins line by
line (using the shape generator). The pin mainly consists of three
parts. The top part of the pin is a solid block of 195mmwith a 30mm
× 30 mm section that can protrude from the platform. This is the
part of the pin that has to support the user’s weight and therefore
is completely filled to avoid deformations from compression. The
lower part is a comb-shape section with 24 notches. Half of these
are larger and are used in combination with the locking system —
specifically, an aluminium bar that prevents vertical translations
(see detailed explanation in locking system). These large notches
have a pitch of 15 mm, resulting in the pin’s vertical resolution
of 150 mm. The remaining notches are smaller and contains 12
permanent neodymium magnets (15 mm × 10 mm × 4 mm, of
strength 3100 G) which are used to temporarily keep the pin lifted
in the desired height level before the locks are inserted into the
notches. Finally, the bottom side of the pin is fixed with a metal iron
plate (18 mm × 19 mm × 4 mm) which protects the pin from impacts
with the shape generator, and serves a magnetizable surface for
pulling the pin down. In total, the system contains 1200 wooden
pins with 14,400 magnets and 1200 metal plates, for a cumulative
weight of 240 Kg (200 g per pin).

4.2 Shape generator
The shape generator is the core of the system. Its purpose is to
individually push or pull each of the 1200 pins, rendering various
types of terrains and features. The main challenge is to minimize
the number of actuators needed to individually control the height
of each of the pins. We achieve this by using a shape generator
that moves row by row on a rail underneath the pins platform, and
pushes or pulls at the same time all the pins on the same row.

Figure 6: One of Elevate’s pins. Note the different parts that
comprise its mechanics, from left to right: (1) a display part,
which extrudes out of the platform; (2) a comb-shaped part
with notches that lock; (3) an iron plate at its base.

The horizontal movement is generated using a pair of aluminum
timing belts (GT2, 36 teeth, 6 mm) attached to a system of pulleys.
Pulleys are driven by two coaxial stepper motors (A15K-S545-G10
with 0.75 A/Phase) using a set of micro-stepper drivers (MD5-HD14)
and powered by a single 24 V power supply at 4.5 A. A switch is
placed at one end of the platform for homing and calibration. Finally,
all parts were attached to the main frame using 3D clamps made
of PolyLactic Acid (PLA). With this configuration we achieve a
horizontal resolution of 0.6 mm/step and a maximum operating
speed of 27.3 mm/s.

Our shape generator is a motorized device that moves the pins
in their vertical axis (up/down). It contains 10 custom push-pull
modules, each able to simultaneously drive two pins (Figure 5). All
10 modules are mounted adjacent to each other on an acrylic plat-
form attached to the moving rail and can therefore simultaneously
actuate all the 20 pins of a single row. The pushing is achieved
via a rack and pinion mechanism paired with reduction geared
DC motors (IG30-MM8.6W-E, 12 V, 800 mA). Vertical positioning
works by placing 12 small neodymium magnets (ø2 x 1 T) inside
the rack at distances of 1.5cm, sensed by a Hall sensor (WSH138-
XPAN2) to close the loop. Conversely, the pulling mechanism was
implemented using an electromagnet (25 N pulling force at 12 V,
260 mA) placed on the top of the the rack. When the electromagnet
is in contact with the the bottom part of the pin (where the iron
plate is attached), it turns on and the DC motor drives back the
rack downward. All electronic parts of each module (5V regulator,
H-bridges, LEDs, home switch, and an Arduino Nano) are soldered
on a custom printed circuit board and powered by a five parallel
power supplies (LRS-350-12, 12 V, 145 A).
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Figure 7: Overview of the software implementation used to control Elevate from a variety of different applications.

4.3 Locking System
The purpose of our locking system is to firmly secure the pins at a
specific height, so as to form the desired shape of the terrain and also
to allow users to walk over the resulting terrain. The main challenge
is the large number of pins, all of which require to be locked. To
address this, we built a modular locking mechanism that can handle
80 pins (four rows) with just two servomotors (HS-311 with 5 V,
650 mA) and four aluminum pipes (800 mm, ø5). The system works
by simultaneously sliding one pipe into the notches of all the pins
placed along the same row, effectively locking these and preventing
any vertical translation (Figure 8). To simplify our resulting device,
we used two servomotors to drive simultaneously four pipes, hence
simultaneously locking/unlocking four rows at a time. To cover all
the 60 rows of Elevate, we replicated the aforementioned locking
system 15 times along the longitudinal axis of the platform.

Figure 8: The locking module (a), pins are released (b), pins
are locked (c).

More specifically, our locking mechanism is driven by a rack
and pinion, with a pair of spur-gears mounted on the shafts of the
motors, and a linear gear serving as a rack, which connects the four
pipes together. This allows for a 10mm displacement, sufficient for
locking and unlocking all pins in a row. All parts were 3D printed
using PLA. The locking system is controlled using an Arduino

UNO and two servo drivers (PCA9685), and communicates with
the computer via serial. A 5 V power supply (LRS-100-5, max 18 A)
was used to provide sufficient wattage for all the motors.

4.4 Software Control
Elevate is controlled by the interactive application software, typi-
cally running on a desktop computer (e.g., for VR, etc). Our software
operates at three distinct layers: application, communication, and
firmware. This hierarchical structure, which is depicted in Figure 7,
provides an abstraction that allows for reusing parts of the system,
and for decoupling the development of hardware and software.

The application layer is responsible of generating a 20 by 60
map containing the height position of each individual pin. This map
is then internally stored as a JSON object, ready to be transmitted
to the hardware. The details of the map-generation process are
application-dependent and are described in the Applications section.
Applications can be written in any language or with any software
platform as long as they can create a JSON file — for example, we
describe VR applications that were built using C# with Unity3D,
and a mini-golf authoring tool that was built using Javascript and
runs in a browser.

The communication layer is responsible of timing and dis-
patching the instructions to the hardware’s individual parts (shape
generator and locking system). All maps from the application lay-
ers are stored in a queue, and rendered as soon as the hardware
is available. Maps can be added to the queue, or can replace those
already in the queue. Once the hardware is ready to receive com-
mands, the software creates a series of instructions describing how
to actuate the 10 modules of the shape generator (a single row).
Each instruction consists of a JSON string with the numerical ID
of the target module and the height of its two pins. Specifically,
it contains both the current and target positions of the pins, from
which the firmware software can compute the difference of how
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much to push or pull. These JSON packets are transmitted over
serial to the hardware.

Specifically, the communication layer is responsible for instruct-
ing the shape generator when and where to move (i.e., it follows the
disk scheduling algorithm [39]), when to unlock the pins, when/how
much to push or pull, and when to lock the pins again. These com-
ponents of our software are structured as a closed-loop, as hori-
zontal movements are restrained until all the racks on the actuator
modules are down and click the homing switch (Figure 5, right).
Furthermore, the controlling software internally keeps track of the
current configuration of pins (e.g., the previous map), and instructs
the hardware to skip rows that do not require changes, resulting in
saved time.

Down at the hardware, our communication layer provides a
serial channel between a PC and the Arduino Uno that manages the
locking system. Furthermore we included a second serial channel
between the PC and an Arduino Mega, which communicates with
two Complex Programmable Logic Devices (CPLD, a device akin to
an FPGA) on the shape generator. Our first CPLD serves as a signal
multiplexer: it takes as input one transmission line and duplicates
it for each of the the 10 receiving modules. Meanwhile, our second
CPLD acting as an auditing node, collects the signal from all twenty
switches at the actuator modules and checks for successful homing
of the actuators. The CPLDs (using an Altera EPM3064ALC44-10)
were programmed in Verilog.

On the lowest hardware level, the firmware layer consists of
the individual programs that run on each microcontroller, all to-
gether controlling the horizontal moving platform, as well as the
locking system. Each firmware independently handles: actuating
the motors for the horizontal movement or locking/unlocking the
pins; pushing and pulling the pins, position tracking via magnetic
encoding, turning on/off the pulling electromagnet; checking for
pins or device homing.

4.5 Technical evaluation and prototype
limitations

Figure 9: Consecutively ascending pins to measure the error
rate of entire pins

We performed a series of tests aimed at measuring the accuracy
and the time required for rendering a synthetically generated terrain
on our Elevate haptic floor. As shown in 9, we constructed terrains
resembling stairs from level 0 to level 10 (15 cm); these were chosen
as they allow for quick manual inspection and enumeration of
mistakes. Specifically, the stairs were constructed so that each row
contained pins placed one level higher than the previous, and, once
reached level 10, they fold back to level 0. Starting points were
set randomly, so that none of the terrains tested were equal. We
recorded the number of incorrect pin placements and the total
rendering time by conducting 10 full cycles.

We found an average of 3.9 pins (SD: 2.64) that incorrectly ren-
dered, leading to an accuracy of 99.7% (SD=0.22). These rare fail-
ures were caused by the pin dropping down before the locking
system was able to activate. We measured 2.9 seconds for the shape-
generator to push a row (when max height), and 1.1 seconds to
move to the next row, resulting in a total of 4 minutes for rendering
the full height terrain. Furthermore, a single pin without the locking
system can endure up to a mean force of 6.98 N (N = 100, SD = 1.43),
relying on temporal locks with magnets (forces measured with a
digital force gauge, SHIMPO FGJN-5).

From these results, we shined some light also on our device’s
key limitations. Its main implementation is that it leverages a single
shape-generator to render the complete haptic floor, by moving
across the platform, row by row. While this design is cost-effective,
by requiring a relatively small number of actuators for controlling
a large amount of pins (a ratio 1:60), it is also inherently slow, as
only pins placed on the same row can be controlled at the same
time.

Nevertheless, these limitations can be circumvented with the
appropriate interaction techniques at the application level. For ex-
ample, it is not necessary to dynamically reconstruct a terrain with
a high refresh rate: instead, the application designer can choose to
actuate only small portions of the platform to render the interactive
elements that change more often. Our stepping-stones application,
described before, uses this mechanism: each rock thrown from the
cliff only requires on average 30 s for rendering. Furthermore, the
application designer can leverage on the tracking system and Ele-
vate’s large surface area to selectively update only the parts of the
platforms where the user is not standing; in fact previous haptic
floors, such as TilePop, also use these techniques to keep the user
engaged while the device is updating [40]. In the next sections we
describe a set of applications aimed to explore these techniques, and
a user study for measuring the impact of these system’s limitations
over the user’s sense of realism and enjoyment.

5 APPLICATIONS
To further showcase a wide range of uses of our device, we imple-
mented four distinct applications: three virtual reality applications,
and one stand-alone application that makes use of dynamic terrains.

5.1 Landscape
We developed a landscape application where users can experience
immersive places with various terrains in VR. As depicted in Fig-
ures 1, 3, and 10, users can feel the ground level difference of hills
and texture of stones in VR with their feet. The user can have un-
interrupted seamless experience on the terrain while Elevate is
partially generating terrains.

Figure 10: Various terrain spots on Landscape application

For this application, we reproduce the surface of a virtual envi-
ronment in the Unity 3D game engine via scripts that check the
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height of all objects on a “Floor” layer. For each pin, we cast a ray
downwards on the environment, and the layer masking enables
the selective rendering of objects by the designer, for example ren-
dering rocks and terrain, but not a snowball rolling through the
environment. Designers have the option to let the environment be
static or dynamic, and control the refresh rate of the floor, which is
bounded by the speed at which the device can update a section.

As a user may damage the actuator if pins are raised while they
stand over them, the script additionally allows the designer to
dynamically mask a certain distance (mapped to rows) around a
set of targets such as the user’s feet. This creates a “dead zone”,
which does not get updated from the previous frame, making the
actuator avoid the user’s space and a potential damage. A VIVE
controller is attached to a corner of the Elevate pins to align the
virtual environment with the physical display. Two VIVE trackers
are used to track the user’s feet as they walk in virtual reality.

5.2 Stepping Stones
While the landscape application generates static and continuous
topology, the stepping stone application sets up an interactive expe-
rience with a dynamic terrain that re-configures over time. The user
can interact by grabbing and throwing off a cliff some grey colored
stones. The purpose of this is to build a bridge that would allow to
cross the canyon — a gap of 1.2m on the platform. When a thrown
stone hits the bottom of the canyon, it starts to slowly rise up from
the collided point. While it is lifting up, the shape generator forms
the wooden pins according to the expected stone position in the VR
environment. When the shape generator finishes the terrain, then
the texture of the stone changes just like the other rocks within the
VR environment, informing the user that the stone is ready to step
on.

5.3 Stairs

Figure 11: Descending from the Stair application in VR
with VIVE trackers (left), the user’s perspective of view—the
blocks represent user’s feet (right).

The stairs application allows users to build various kinds of
stairs in the VR environment, providing adjustable parameters
(width, length, height, number of steps) and different types of stairs
configurations, e.g., ascending, descending, u-shaped, mountain-
shaped, and valley shaped configurations (Figure 12). Users can
then wholly experience climbing a ramp of stairs, or sitting on its
steps. This gives to the users not only a visual but also the haptic
experience of height. Finally the users can dynamically design new
stairs and adjust its parameters, so to physically experience in
almost real-time the results of new architectural configurations.

Figure 12: Six possible examples of stairs: (a),(b) straight
ascending and descending; (c) valley shaped; (d) mountain
shaped; (e) u-shaped; (f) amphitheatre shaped.

5.4 Golf
Beyond VR, this application demonstrates playing a mini-golf in
the real physical world, in which the floor provides a dynamic
terrain for a physical golf ball to roll on. The users can design
various terrain patterns for mini-golf using an authoring web-based
graphical interface. With this, they can select individual pins and
directly adjust their heights, or they can use pattern brushes with
an adjustable radius to quickly render linear or curved hills, holes,
slopes, and rocky textures. Map designers can also modify the depth
and the rotation of each of these brushes. Finally, they can save
a sequence of terrain patterns as an animation that the hardware
system will playback in a loop. As a result, shown in Figure 13,
users can create an obstacle that elevates dynamically to challenge
the player.

Figure 13: The web application to design the mini-golf field
(left), playing the dynamic mini-golf application (right).

6 USER STUDY
We conducted a user study to investigate the perceived realism and
enjoyment of walking over our device, as it rendered different types
of terrains for virtual reality.

6.1 Study design
Our study followed a within-subjects design with a single modality
factor: haptic (our device) vs. no-haptic experience (baseline
condition). In the haptic condition, the participants walked in a VR
simulation with terrains rendered using the Elevate system, while
in the no-haptic case, the users walked on the flat wooden platform
(i.e., pins did not actuate).

Specifically, we utilized two of the applications described in the
previous section (stepping stone and landscape) and stitched them
together in a single coherent VR experience. We did so to allow
participants to be immersed in a single VR scene that allows them
to experience both dynamic elements of the terrain (the stepping
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stones), and large detailed features of the landscape. The applica-
tion switching was scripted as part of the experience, with users
required to briefly look at the sky after having crossed the canyon
— an expedient needed to render the incoming terrain. By design,
this change of scenery required users to remain still while looking
around, waiting for the terrain to be reshaped. This, purposely,
allowed us to investigate whether a forced pause during the appli-
cation would disrupt the enjoyment of the VR experience.

.

Figure 14: A participant experiencing terrains during the ex-
periment; on the left we depict a scene from our stepping
stone VR application; while on the right a scene from our
landscape VR application.

6.2 Hypotheses
Our main hypothesis was that experiencing the VR environment by
walking on top of our haptic floor would create a higher sense of
realism than in the baseline condition (H1). Secondly, we postulated
that experiencing the VR environment by walking on our haptic
floor would be more enjoyable for participants than the baseline
condition (H2).

6.3 Participants
We recruited eight participants from our local institution (two fe-
males, and six males) aged 23-39 years old (M=28.5, SD=4.72) and
of body weight between 60.1 - 79 Kg (M: 71.7, SD=6.70). Three
participants reported being familiar with both VR and haptic de-
vices, while two others reported familiarity with one of the two.
Participants were compensated with 10 USD in local currency for
their time.

6.4 Procedure
After completing a demographics intake form, participants were
asked to experience the applications (for at least 5 minutes) in
both conditions (haptic vs. visual-only) following previous research
[13, 16, 17]. The order of conditions was fully counterbalanced.

For the whole duration of each condition, participants wore an
HTC Vive Cosmos Elite VR headset and their own shoes. Partici-
pants were instructed that they could terminate the experiment at
any time, and that, for safety measures, they had to turn around
and wait outside of the actuated platform while the terrain was
regenerated.

An experimenter was present next to the participants all the
time for safety. After each condition, the participants were asked to
rate the perceived realism and enjoyment on a 7-point Likert scale
(as in [13, 17]) for each part of the application (stepping stones and

landscape). Before concluding the study, we also conducted a semi-
structured interview aiming to extract qualitative observations and
comments about their experience. The experiment took in total
about 40 minutes to complete.

6.5 Results
Figure 15 shows the subjective assessment of realism and enjoyment
for both conditions. Results were analyzed using Friedman test fol-
lowed by post-hoc pairwise analysis with Wilcoxon signed-rank
test (𝛼 = 0.05). We report statistically significant differences be-
tween the baseline and haptic conditions for both realism (𝑋 2 (2) =
21.000, 𝑝 < 0.001) and enjoyment (𝑋 2 (2) = 18.280, 𝑝 < 0.001). The
post-hoc analysis further reveals that the haptic condition was rated
significantly better than the baseline regardless of the stage of the
application, for both realism (landscape: 𝑍 = −2.527, 𝑝 = 0.012,
stepping stones: 𝑍 = −2.536, 𝑝 = 0.011) and enjoyment (landscape:
𝑍 = −2.386, 𝑝 = 0.017, stepping stones: 𝑍 = −2.536, 𝑝 = 0.011);
respectively, these findings support our H1 and H2.

Figure 15: Participant’s perceived realism and enjoyment in
the application for baseline and elevate condition.We found
that elevate improves bothmetrics. The error-bar represents
a 95% of confidence interval.

6.6 Qualitative findings
The qualitative findings that emerged from the interviews with our
participants further corroborate our previous results. All partici-
pants agreed that the VR experience using Elevate felt more realistic
and enjoyable, and, as a result, more immersive. For instance, P2
stated, "Experiencing the [stepping] stones was fascinating", while
others described it as "amazing" (P5) and "fun" (P6). When asked
to comment on what they appreciated the most, P3 remarked that
"It was nice to experience the height and slope changes while I
walk[ed] on the landscape." Participants also commented about the
resolution of the terrain’s details, reporting to be satisfied with it.
P3 described being able "to feel the geometry of the stone with my
foot", and P2 and P8 of being able to perceive terrains inclinations:
"My ankles were tilted due to the slope [...] so I felt the height
and the slope very clearly" (P2). Some other participants, on the
contrary, expressed limitations regarding the resolution of details
in the landscape application, commenting that "the slope difference
was not that clear" (P4) and that the resolution of curved objects
was "a bit disappointing" (P6), but nonetheless was felt more real-
istic than in the visual-only condition. Additionally, participants
reported that they felt confident in walking across the device. Five
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participants reported that the device felt "solid" (P5, P7) and that
they trusted the locking mechanisms (P4, P6, P8).

When asked which part of the VR application participants pre-
ferred, all participants agreed that the stepping stone was more
enjoyable than the landscape; this was unsurprising as it contained
more drastic physical elevations. P2, P5, and P6 responded that it
was more realistic and enjoyable because they could feel the "ex-
treme reality of a cliff with their toes". P1 and P7 mainly appreciated
the game dynamics of the application, such as throwing stones and
stepping on them: "grabbing and throwing the stone, and watching
the stone lifting up slowly made me the entire experience pleasur-
able" (P3). Realism also played an important role, as participants
felt more scared about being on the edge of a cliff: "I was extremely
horrified when I moved closer to the cliff edge. I truly felt that I
was this close to fall." (P4) and "I was much scared because I could
feel the empty space with my feet."(P5).

Finally, when asked about what needs further improvements,
all participants except one responded that they would like the
terrain generator to act faster. Indeed, they remarked that the pause
between the stitched applications felt "long" and "boring". P2, who
did not feel bored, commented that "I didn’t feel boredwhen the pins
were transitioning (...) I was watching and observing the other parts
of the scene". This comment suggests opportunities for designing
entertaining expedients while participants are required to wait for
parts of the terrain to reshape; similar to what previous slow haptic
displays, such as TilePoP [40] implemented to engage their users
while waiting for the device to refresh (5-20 seconds needed). Finally,
unsurprisingly, five participants (P2, P3, P4, P6, P8) requested that
the terrain be made even larger, and with even higher resolution:
"[the resolution] was enough for wearing shoes, but it is not enough
for barefoot" (P3). The next section of this paper follows up this list
of limitations and describes opportunities for future improvements.

7 DISCUSSION AND FUTUREWORK
Our user study has established the benefits of how the device adds
to immersive experience in VR environment. However, there are
limitations and possible avenues for improvements. First, the main
issue raised in the study was, as expected, the refresh rate of our
current implementation. While quick terrain updates, such as the
appearance of a stone in the VR canyon, did not disturb the sense
of immersion, the same was not true for longer updates that re-
configured the entire area; here, our participants had to wait. To
solve this issue, one can either increase the number of actuators in
the device or add a secondary shape generator to halve the trans-
formation time. Secondly, participants requested a wider terrain
area. This can be improved by extending the pin rows, which does
not increment the cost proportionately to the number of pins since
its sharing the same shape generator. Also, terrains can be "virtu-
ally" extended using space-folding and redirecting techniques as
shown in previous work [19, 34]. Third, few participants raised the
issue of limited pin height resolution, we agree that the higher res-
olution and the pin height would expand the rendering spectrum,
however, our pin height (3×3×15 cm, 10 steps with 1.5cm/step) is
chosen in consideration of the height of the device, the weight of
the material, the user, and the resulting cost. Compared to previous
research, our pins are smaller but longer ([16]: 5×5×10 cm), and

more importantly, each pin can support the full weight of a user.
Lastly, we explicitly did not set any restrictions on participants’
shoes, hoping to show Elevate’s applicability to real-case scenarios.
However, different shoes may affect the haptics on the feet. Indeed,
our study, despite being agnostic of the shoes’ sole, demonstrates
that the perceived realism has increased for the Elevate condition
compared to VR on a flat surface.

For future work, we plan to investigate the perception on human-
navigation on a pin-array terrain, and thresholds of a pin size and
heights of the pin-array display. We also plan to develop appli-
cations based on haptic illusion like in [19, 20, 26, 34] to extend
the potential usage of the device and accomplish real-walking VR
experience [3, 4, 45, 49]. Regarding the technical work, we will
improve the hardware to achieve different means of interactions.
For example, by changing the size of the pins, we could render
furniture and provide whole-body interactions as in [35, 36, 40].
Also, mobilizing the pin-array terrain [10, 31] would allow to cover
larger VR environment without scaling the number of pins. Finally,
additional features such as sensing pressure, controlling stiffness,
and actuating vibro-tactile motors could be employed to enhance
various interactions, similarly to [21, 22, 44, 48].

8 CONCLUSION
In this paper, we introduced Elevate a walkable high-resolution
pin-array display that can render a variety of physical terrains for
VR simulations. Elevate has four key characteristics that distinguish
it from other previous works: 1) it withstands human weights; 2)
its feedback is dynamic; 3) it is a large walkable surface; 4) it has an
unprecedented resolution of 1,200 pins. To show the design space
of Elevate we then designed a set of VR and phsyical applications
(landscape; stepping stone; stairs; and non-VR mini-golf) which
demonstrates how designers can take advantage of the system’s
unique capabilities and avoid some of the inherent limitations. Fi-
nally, though a user study with eight participants, we showed that
Elevate provides a richer degree of realism and immersion, resulting
in measurable increase of enjoyment of walkable VR experiences.
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