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Figure 1: We explore how to minimize distractions that are detrimental to immersion in virtual reality. (a) This user’s immersion was broken by a gust of wind when someone opened the door; unfortunately, these types of external stimuli are common and very hard to block (i.e., while some sounds can be minimized using noise-canceling headphones, imagine how one would block wind, temperature shifts, vibrations, smells, etc.). To tackle this challenge, (b) we explore integrating real-world distractions into the user’s VR experience. With our system, the gust of wind that would otherwise distract the user is now mapped into VR: the user sees wind that sways trees, which feels more immersive and less distractive as they also feel a physical wind.

ABSTRACT
With the proliferation of consumer-level virtual reality (VR) devices, users started experiencing VR in less controlled environments, such as in social gatherings and public areas. While the current VR hardware provides an increasingly immersive experience, it ignores stimuli originating from the physical surroundings that distract users from the VR experience. To block distractions from the outside world, many users wear noise-canceling headphones. However, this is insufficient to block loud or transient sounds (e.g., drilling or hammering) and, especially, multi-modal distractions (e.g., air drafts, temperature shifts from an A/C, construction vibrations, or food smells). To tackle this, we explore a new concept, where we directly integrate the distracting stimuli from the user’s physical surroundings into their virtual reality experience to enhance presence. Using our approach, an otherwise distracting wind gust can be directly mapped to the sway of trees in a VR experience that already contains trees. Using our novel approach, we demonstrate how to integrate a range of distractive stimuli into the VR experience, such as haptics (temperature, vibrations, touch), sounds, and smells. To validate our approach, we conducted three user studies and a technical evaluation. First, to validate our key principle, we conducted a controlled study where participants were exposed to distractions while playing a VR game. We found that our approach improved users’ sense of presence, compared to wearing noise-canceling headphones. From these results, we engineered a sensing module that detects a set of simple distractive signals (e.g., sounds, winds, and temperature shifts). We validated our hardware in a technical evaluation and in an out-of-lab study where participants played VR games in an uncontrolled environment. Moreover, to gather the perspective of VR content creators that might one day utilize a system inspired by our findings, we invited game designers to use our approach and collected their feedback and VR designs. Finally, we present design considerations for mapping distracting external stimuli and discuss ethical considerations of integrating real-world stimuli into virtual reality.
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1 INTRODUCTION

Virtual reality (VR) enables users to experience being in an environment beyond where they physically are. The emergence of portable VR hardware (e.g., Oculus Quest 2, VIVE Focus 3) further allows users to experience virtual reality anywhere and anytime. However, current VR systems, while rendering immersive visual and audio experiences, are mostly ignorant of events in the user's physical environment. In contrast, a user experiencing VR constantly receives two streams of sensory information, one from VR and one from the physical surroundings. Many real-world cues (e.g., background noises, wind, smell, cold air, etc.) can intrude into or contradict the virtual experience. A break in the presence happens when the user shifts their attention away from the virtual world to the real-world sensory stream [7, 37, 44]. A study by Slater and Steed showed that “external sound” and “external touch” were rated as the two top causes that break the presence [37]. To block these distractive signals, the predominant solution relies on noise-canceling headphones [22]. However, even noise-canceling headphones can only block sounds up to a certain intensity and, more importantly, do not block multimodal distractions such as haptics or even smell.

In this work, rather than blocking or ignoring distractive signals from the outside environment, we propose integrating them into virtual reality to improve the sense of presence. Here, distractions are defined as external signals perceived by VR users that do not match the consequences of the experience they have in the virtual world. A common example would be a user playing a VR game at home, but their housemates are cooking in the kitchen, which carries out food smells. Using our technique and a VR experience that was already prepared to leverage it, we can map the external food smell to the arrival of a food truck in the virtual experience—this allows users to feel a coherent VR experience.

To understand whether the integration of distractions enhances presence, we conducted an in-lab study where participants were exposed to controlled distractors while in a VR game. We found that our technique, including its two mapping approaches (direct & stretch mapping), enhanced participants’ presence and decreased the perceived distraction. Based on these results, we engineered a sensing module that can be attached to VR headsets and detects a set of distractive signals (speech, engine sound, door closing sound, wind, and temperature shift). We validated it in a technical evaluation (i.e., accurately detected 77.2% of distractive signals) and in an out-of-lab study where participants played a VR game in an uncontrolled environment (i.e., observations followed the trend from the controlled study).

Moreover, to gather the perspective of VR content producers that might one day utilize a system inspired by our findings, we invited game designers to try out our approach. Finally, we present design considerations and discuss ethical considerations of integrating real-world stimuli into virtual reality.

2 WALKTHROUGH: A ROOM ESCAPE EXPERIENCE

To help readers understand the applicability of our technique, we demonstrate it in a VR “escape room” experience. In Figure 2a, the user stands in a multi-user recreational room. They use a Quest 2 VR headset with our sensing module attached to it—this hardware can detect simple distraction events, such as sounds, temperature shifts, and wind around the user.

In the VR experience, the user must find the keys to escape the VR room. However, while they are immersed in VR, the room’s air conditioning turns on to heat the room, which creates a fee- lable temperature change. Without our concept and underlying implementation, the user could feel this heat as a distraction—this heat is not consistent with the virtual experience, and it could cause a break in presence. Instead, our system detects the temperature shift and masks this potential source of distraction with a VR effect that “explains” it. Specifically, the VR experience renders a pre-defined effect in which a fire appears in the virtual room (Figure 2b). This exemplifies the core of our approach: rather than ignoring or blocking external stimuli that can disrupt presence, we integrate such distractive stimuli directly into the player's VR experience.

Next, the user searches for the mystery keys around the writing desk while the fire VR effect fades out (as it was pre-designed to do, it was inconsequential to the game’s narrative or mechanics). However, as they approach the VR desk, another person comes into the recreational room and turns on the fan, which creates wind, as depicted in Figure 3a. Using our technique, the VR responds by triggering a pre-designed VR effect that animates the window curtain (already in the scene) to match the felt wind sensation.

Next, the player explores the bookshelf in search of the missing key. At the same time, the other occupant of the recreational room starts the coffee machine, which creates a long “motorized” kind of sound, as shown in Figure 3b. To tackle the distractions, the VR...
experience responds by triggering a pre-designed VR event that maps the sound to the fall of debris from the ceiling.

Finally, this walkthrough is meant to illustrate a subset of what our concept can provide. In fact, this VR experience demonstrates how we can directly map external distractions into virtual reality (e.g., a temperature change maps well to a fire, a wind maps well to a curtain moving) but also how we can stretch the relationship between distraction and its VR counterparts (e.g., the coffee machine sound maps to the fall of debris, which is not a direct mapping). We also explore how our technique can handle distractions ranging from sounds to multimodal factors such as haptics and smell.

3 OUR APPROACH: INTEGRATING SURROUNDING DISTRACTIONS INTO THE VR EXPERIENCE

The key concept behind our approach is to integrate distractions (from the user’s physical surroundings) into the user’s virtual reality experience to reduce breaks in immersion in VR. We define distractions as external signals perceived by VR users that do not match the consequences of the experience they have in the virtual world. Unfortunately, these distractions are very often detrimental to users’ immersion.

Figure 4 depicts the workflow required to instantiate our approach on the end-user side: (a) a VR user enables “distraction integration” by selecting which stimuli they allow our system to integrate; this leaves users with full agency in controlling our system’s behavior. Then, (b) the user wears a VR headset with our sensor module attached to it. Our proof-of-concept prototype detects different types of stimuli, including sounds, wind, and temperature shifts. As such, (c) when a user-allowed distraction is detected, such as this wind gust, our sensing module notifies the VR scene, which causes it to render pre-designed VR effects that map this distraction (here, the trees sway with the wind gust). As we will see in Study #1 and #2, we found that integrating distractions improved presence and reduced perceived distraction.

Figure 5 depicts the workflow required to instantiate our approach on the VR creator side: (a) a VR designer creates interactions/scenes/effects to handle the distraction (here, swaying trees and wind visuals). (b) Using our simple unity mapping script, the designer drags and drops the reference of the game object to the stimuli they want to mask, and the script will call the designed interaction upon any detection of this stimulus (if the user enables it). Finally, (c) the designer tests their integration on their VR editor, assisted by a simple script that can simulate sensor detection results. As we will see in Study #3, we found that our recruited VR designers were able to create a wide range of experiences by integrating distractions into virtual reality.

To better illustrate the scope of our approach, Figure 6 depicts exemplary distraction sources that our approach can potentially integrate. We focus on external stimuli perceived by users that do not align with the VR experience. As VR headsets already block most visual stimuli from the physical world, our technique is most suited for audio, haptics, and smell. Note that Figure 6 does not present an exhaustive design space and only intends to show a subset of stimuli that our technique can potentially integrate. Specifically, we include signals that commonly exist in our environment and could/soon be detected by sensors, to provide design possibilities while taking into consideration of technical feasibility.
Figure 5: (a) A designer experiments on how to mask distractive wind stimuli. (b) The designer drags the object and its designed interaction into our custom mapping script to connect with sensor detection results. (c) The designer tests the final design.

Figure 6: Exemplary stimuli that our approach can potentially integrate, which lie in acoustics, haptics, and smell.

4 BENEFITS, CONTRIBUTIONS AND LIMITATIONS

Our key contribution is an approach to minimizing distractions originating in the user’s physical surroundings, which are often detrimental to the user’s immersion.

Our approach has the following benefits. (1) Provides a new way to increase immersion that can be applied to a variety of VR experiences; in fact, the core of our approach is modifying the user’s virtual experience, which is easier and cheaper than changing the user’s physical environment or hardware. (2) Wide reach: even in its simplest form, our approach can already work with the sensors existing in today’s VR headsets—this means our approach has an immediate and wide application; taking the Oculus Quest as an exemplary consumer device, we can see how its microphone can be leveraged to detect auditory distractions (e.g., loud transient sounds, wind sound), its accelerometer might provide a simplistic way to detect large ground vibrations (e.g., floor rumbling) or accelerations (e.g., while playing VR inside a car), and so forth. (3) Sensing hardware has a small footprint typically and sensing approaches are evolving rapidly; since our approach only requires hardware for detecting the distraction sources, its footprint can remain small (sensors are typically smaller than actuators); moreover, we expect new sensing methods will integrate new capabilities beyond those of our current implementation.

Our approach is not without its limitations: (1) Content creation: our approach requires the designer’s input to conceptualize and create VR counterparts for each distraction they are targeting; while our study with VR designers showed that they found it easy and enjoyable to generate the mappings, it still costs time for content creators. One immediate way to minimize this is our stretch mapping designs, which associate a physical stimulus to a virtual experience that only coarsely matches the consequences of this stimulus; we also recommend designers design one-to-many mapping across different types of stimuli to help mitigate the effort, as described in design considerations; also, another promising direction is to automate the creation of these VR effects. (2) Handling useful interruptions; while many distractions are indeed detrimental to the user’s immersion (e.g., noises or wind), there
are also stimuli that carry useful information to the user, such as a friend calling the user’s name for attention. Currently, our system does not implement a way to distinguish these (i.e., coarse classification, no distinction between “talking sounds” to “someone is calling me”). We expect that as recognition systems advance, some of these features are possible and highly desirable to implement for our approach. Moreover, to mitigate the impact of this limitation, we implemented an interface that enables users to select the type of distractions they allow their VR experience to integrate. (3) Creating unnecessary game events: our approach relies on the detection of distractions; thus, misdetection could cause unnecessary game events, confusing the VR experience; one way to tackle these is to create designs that are sensible in VR and will not feel out of place even in the absence of external stimuli; we expect that advances in robust sensing will further minimize this limitation.

5 RELATED WORK

Our work is inspired by prior research on presence in virtual reality and synchronization between virtual experiences and the physical environment that surrounds the user.

5.1 Presence in virtual reality & break in presence

Virtual reality hardware creates a sense of “being there” by rendering sensory stimuli simulating what we perceive from the physical environment [14]. The VR interface’s capacity to deliver a vivid experience that removes the user from physical reality is often referred to as immersion, while presence denotes a state of consciousness, the psychological sense of being in the virtual environment [35, 38]. When a user is experiencing virtual reality, their body constantly receives two streams of sensory information: one from the virtual environment displayed by the virtual reality hardware, and the other from the real-world environment the user is physically in [36]. Thus, a break in the presence happens when the user shifts their attention away from the virtual world to the real-world sensory stream [7, 37, 44]. Slater et al. [37] further denoted the reasons why a break in presence happens to both external factors (sensory information from the physical world intrudes or contradicts that of the virtual world) and internal factors (something wrong with the virtual experience itself). Oh et al., [26], for example, explored how external stimuli (such as a ringing cell phone) can have an impact on cognitive, affective valence, and interpersonal outcomes in virtual social interaction.

5.2 Blending real-world environment into virtual reality

To blend the real-world environment into virtual reality, one line of work focused on leveraging physical objects to enhance the sensory experience in VR. Early work in the passive haptics [15, 16] investigated the impact of registering physical objects to virtual objects and receiving feedback from physical interaction. Cheng et al. [3] proposed a set of haptic proxies using a general passive prop for VR experience. Sensory VR [12] extends the exploration and bridges eating and smelling to enhance the virtual experience. Another line of work focused on visually mapping the physical environment to the VR environment. To procedurally generate virtual reality environments based on physical spaces, Sra et al. [39] and Shapira et al. [33] proposed systems that scan and reconstruct users’ surroundings. Substitutional Reality [34], studied how physical objects and architectural features can be substituted with VR counterparts, even if these have a certain level of mismatch. These systems allow daily objects to serve as haptic props. RealityCheck [13], offers another take by combining 3D reconstruction of the real world with the virtual environment. Visually mapping physical space into virtual reality also allows for free VR locomotion. VRoamer [4] enables users to walk in unseen physical spaces for which the system generates a virtual scene on-the-fly. Researchers also explored a VR tracking system that allows real walking in the outdoor environment [46]. Other work presented solutions [20, 21, 41] to design virtual world appearance into real-world geometry. While both lines of work align virtual and physical experiences, they assume our environment is synchronized with the virtual experience to enhance presence. For instance, passive haptics requires environments to possess or be instrumented with props that match the virtual environment. Current work ignores the ad-hoc environmental stimuli that contradict/mismatch with the VR experience. Those events are often detrimental to VR immersion and break the sense of presence, which is what our work focuses on.

5.3 Handling real-world interruption in virtual reality

To handle interruption from the physical world, another line of research tried to design notification systems that allow users to be informed of real-world events while in virtual reality. NotifVR [9], for instance, explored notification design for physical, digital, and temporal events and interruptions. Similarly, Rzayev et al. [31] and Hsieh et al. [17] explored different design patterns and placements of notification messages to connect VR users to real-world events. Researchers also investigated how to handle bystander awareness and interruption in VR [8, 10, 27, 48]. Beyond notifying VR users through digital notifications, there is a growing amount of work that proposed new headset hardware to enable users to see both physical and virtual environments without taking off the device [5, 6, 42]. While past works provide exciting solutions to real-world interaction while keeping the users in VR, they focus on signals intended to interrupt the VR experience (e.g., a bystander trying to talk to the VR user) which have precisely the goal of bringing the users out of VR. However, this is not representative of all the events around a VR user. There are many more events happening in the environment (including many that do not have the purpose of interrupting the experience but do so as a side-effect). Those distractions are well under-explored in current systems, and we propose integrating them into virtual reality.

6 USER STUDY #1: INTEGRATING REAL-WORLD DISTRACTIONS IMPROVES PRESENCE IN VR

Our first study focused on validating if integrating real-world distractions directly into the user’s virtual reality experience improves their sense of presence in VR. To realize this, we invited participants to our lab to play a custom-made VR game while we triggered prescribed external distractions, ranging from drilling sounds, and
Figure 7: Study #1 mapping design used in custom fruit ninja game. It involves four sound stimuli: (a) laughing sound, (b) footstep sound, (c) drilling sound, (d) hammering sound, and five multimodal stimuli: (e) touch, (f) wind, (g) heat, (h) vibration and (i) food smell. For each distraction, we designed both a direct and stretch mapping that attempted to integrate this distraction into VR.

wind, to food smells. We adopted a within-group study design, in which participants experienced no mapping (baseline), direct mapping, and stretch mapping of these distracting stimuli into the VR experience. Our hypotheses were: (H1) our technique would improve the sense of presence compared to the baseline; (H2) our technique would reduce the amount of distraction felt while in VR compared to the baseline; (H3) that stretch mapping would be less effective than direct mapping in terms of presence, but still improve the sense of presence compared to the baseline.

This study was approved by our Institutional Review Board (IRB22-0265).

6.1 Interface conditions
In this study, participants played a custom-made VR game inspired by the popular fruit ninja game. Participants experienced three interface conditions in a counterbalanced order: baseline (no mapping) vs. our two designs, direct mapping, and stretch mapping. In the baseline condition, participants wore noise-canceling headphones. In the direct condition, each external stimulus was mapped to a VR counterpart that directly attempted to represent the source of distraction (e.g., a hammering sound around the participant was masked as a VR hammer dropping from the sky). In the stretch condition, we “stretched” the connection between distractions and their VR counterparts, attempting to represent the source of distraction more loosely (e.g., a hammering sound around the participant was masked as a VR explosion).

6.2 Stimuli (distractions)
Each participant received the same set of distractions for each condition: four sounds (laughing, footstep, drilling, hammering) and five multimodal events (touch on participants’ back, wind, heat, ground vibration, food smell). These stimuli were selected to represent a wide spectrum of stimuli that our approach can potentially integrate. Figure 7 shows the full list of stimuli and their VR counterparts (both direct and stretch mapping) in our custom-made fruit ninja VR game.

As this study was meant to evaluate the concept but not its technical feasibility (e.g., tracking accuracy, real-world deployment, etc.), the real-world stimuli and the VR counterparts were artificially triggered by the experimenter at fixed timings. Despite this, we still included technical factors that an actual system will always encounter, such as end-to-end latency or not knowing the directionality of the stimuli (e.g., which direction a sound came from). Our triggering of VR counterparts was achieved via Open Sound Control messages; thus, Wi-Fi network latency was already included in our study, which was approximately 176.5ms. Beyond that, we artificially added extra time lag between the stimuli and the creation of VR mapping to simulate signal detection latency: 53ms [30] was added to non-speech audio distractions (footstep, drilling hammering); 140ms [19] was added speech audio and vibration stimuli; for touch, heat, and wind we added 70ms, 80ms, and 300ms latency; smells tend to display the highest detection latency, so we added 5s, considering the existing odor detection systems—these latencies were determined based on prior work in touch [11], temperature [23], wind [40], and odor [45] sensing that report their
We started the study with a 5-minute training session where participants were asked to elaborate on their experiences. To avoid sequence effects, we presented all distractions in a randomized order. We also randomized the time gap between each distraction, ranging from 56 to 64 seconds.

6.3 Apparatus
Participants wore Bose QuietComfort 35 noise-canceling headphones in all conditions, which is today’s best approach to creating a VR experience free of auditory distractions. All audio distractions were played from a speaker at 70 dB, from the participant’s right side while showing VR counterparts at the front. This allows us to simulate a directionality mismatch and understand if it is necessary to design all VR counterparts tightly at the same spatial location as the physical stimuli.

6.4 Study procedure
We started the study with a 5-minute training session where participants got familiarized with VR. Then, the participants experienced three interface conditions in a counterbalanced order, each lasting 10 minutes. All the distractive stimuli were presented one after another spaced by 1 minute. After each trial, we asked the participants to rate their presence and distraction level during the last session. This presence question was derived from the Presence Questionnaire [43]: “Please rate your sense of being in the virtual environment, on a scale of 1 to 7, where 7 represents your normal experience of being in a place.” We then conducted a short interview, in which we asked participants to elaborate on their experiences. To avoid sequence effects, we presented all distractions in a randomized order. We also randomized the time gap between each distraction, ranging from 56 to 64 seconds.

6.5 Participants
We recruited 12 participants (one identified as non-binary, three as female, and eight as males), with an average age of 23.5 years old (SD = 1.5). Participants received a compensation of $20 for their time.

6.6 Results
Figure 8 depicts the results of our study. Overall, we found that direct mapping improved the sense of presence while both direct and stretch mapping lowered the perceived distraction level from the physical environment compared to our baseline (noise-canceling headphones). Also, participants preferred both direct and stretch mappings to our baseline and rated direct mapping as the most preferred interface, as depicted in Figure 8c.

We analyzed our data using one-way ANOVA and found a significant difference among the three interface conditions for both presence level (p < 0.00005) and distraction level (p < 0.00005). Thus, pair-wise Tukey multiple comparisons were conducted. The Bonferroni-corrected alpha level is 0.0167. We present these results grouped by our three hypotheses:

H1 (presence).
We found a significant difference between the perceived presence in direct and baseline (p = 0) and between direct and stretch (p = 0.01), which we discuss in H3 in detail. The results showed that direct mapping of distraction into VR improves the sense of presence (M = 5.5, SD = 0.8) compared to the baseline (M = 3.2, SD = 1.3). While there is no statistical difference in presence rating found between the stretch mapping (M = 4.2, SD = 0.9) and baseline condition when participants wearing a noise-canceling headset (p = 0.06), most participants (9 out of 12) preferred stretch mapping of distraction into VR to no mapping (baseline). These results suggest that our approach—especially direct mapping—improved the sense of presence when compared to the baseline, which confirms H1.

H2 (distraction).
We found a significant difference between the perceived distraction level in direct and baseline (p = 0) and between stretch and baseline (p = 0.015). Results showed that both direct mapping (M = 2.3, SD = 0.6) and stretch mapping (M = 3.3, SD = 1.0) lowered the distraction level compared to only wearing noise-canceling headphones (M = 4.7, SD = 1.4). Taken together, these results confirm H2.
H3 (direct > stretch). Furthermore, we had hypothesized that stretch mappings would be less effective than direct mapping in terms of presence, but still improve the sense of presence when compared to the baseline. Indeed, we found (p = 0.01) that direct mapping improved the VR presence compared to stretch mapping. However, no statistical difference in distraction rating was found between the direct and stretch mapping (p = 0.08). Still, while stretch mappings were generally perceived as less effective than direct mapping, they were found to minimize distractions when compared to the baseline and were preferred over baseline (as discussed in H1 and H2). Taken together, these results suggest that stretch mappings are less effective than direct mappings, but still more effective than baseline (H3). Moreover, one advantage of stretch mapping is that designers can minimize their effort by creating mappings loosely related to the source of distractive stimuli and reusing the mapping designs.

Participants’ preference. Figure 8c depicts the result of the preferred interface conditions as ranked by our participants. 11 out of 12 participants reported direct mapping as their first preferred interface condition (their top choice) and the remaining participant preferred the baseline. Subsequently, when asked which they preferred as their second top choice, nine out of 12 participants rated stretch mapping, one preferred direct and two preferred the baseline. Finally, eight participants chose the baseline as the least preferred condition and three chose stretch.

Finally, since our study adopted a within-group study design, we analyzed if the rating was impacted by condition order. No statistically significant interaction was found between rating and order of conditions in both presence (p = 0.7) and distraction rating (p = 0.4).

6.7 Qualitative feedback

Distractions in the baseline (noise-canceling headphones). When asked about participants’ experience in VR while only wearing noise-canceling headphones (baseline), all participants mentioned that they were distracted by stimuli coming from the physical environment. P10, for instance, said: “I was playing and distraction started happening . . . I swear I can smell greasy food, which made me hungry”. They then elaborated on other distractions they felt during the session, such as “floor rumble”, “something touched on my back”, “warmth”, and “laughing sound”; they stated that these distractions took them out of VR. P6 further added that they felt stimuli that were “completely from the physical environment” and described them as “very weird (...) not part of the game”. In the baseline condition, all 12 participants reported that they felt the wind, ground vibration, and laughing sound during the session. Most of them felt heat (11 out of 12), touch on the back (9 out of 12), and food smell (8 out of 12). Drilling sound (P5, P6, P7, P8, P12), footstep sound (P1, P7, P9, P11), and hammering sound (P7) were less reported. Within 12 participants, only P5 stated the baseline as their most preferred interface. While P5 agreed that they felt stimuli distracting them from completing tasks in the VR game, the appearance of those stimuli, without knowing where they came from, reminded them about horror games that they really enjoyed.

Directly integrating distraction into VR. During the session with direct integration of distraction into the virtual experience, participants reported a higher level of presence in VR and a lower distraction level. For instance, P4 reported that they saw graphics representing the wind while feeling the airflow and thought of them as “quite immersive”. Similarly, P1 stated “[distractions] added to the experience as there were something happening in the game related to them; they were not distractions anymore and enhanced the experience rather”. P3 and P10 added the distractions were “well-aligned” (P3), and “felt connected” (P10) with things happening in the game. P7 further elaborated that “what I felt was a result of this game, instead of things out to my control. It was interesting to see a pizza car going in front of you, and you actually smelled some food; so you feel like oh it’s real!”. When designing the VR counterparts, we intentionally applied incongruent directionality: the direction of physical stimuli (e.g., the direction of the physical wind, sounds, etc.) and the direction of the VR counterpart (e.g., virtual wind) were purposefully not aligned. Only 3 out of 12 participants noticed this. P7, P11, and P12 noticed this and suggested that the experience could be even more immersive if the direction of stimuli were “in tune with what I was seeing” (P11). P7, for instance, said the VR driller came from left to right but the sound came from the right side. “However, without the audio direction synchrony is still much better than no mapping.” P11 added.

Stretching the mapping between a distraction and its VR counterpart. In the condition where we stretched the mapping between real-world stimuli and their VR counterparts, most participants found it less immersive than direct mapping, yet they still rated it higher than the baseline condition. P6, for example, reported that they saw bats around them while felt hitting on the back, they described those mappings as “still make some sense... but the brain needs some time to process it; in the first time [direct mapping], everything fit together very nicely, and this time is loosely matched”. P8 also added that “it was not [a] 1-1 mapping of what I was feeling versus what I expected from the game world” and thus “made me think about the connection between the visual cues and sensation”.

Upon rating stretch mapping to be preferable to only wearing noise-canceling headphones (baseline), P10 explained that while in the direct condition, mapping between sensory input more closely mirrored what happened in the inside VR experience, not-perfect mapping is still better than no mapping. For the 3 participants (P4, P5, P8) who rated stretch condition to be the least preferred, they explained that some environmental factors made them “more sensitive to notice the mismatch” (P8), and “[baseline] condition and [stretch] were distracting in different ways” (P4). “In the third [baseline] round, I know there was something happening in the real world; it was almost easier to ignore it”, said P4. As in direct mapping, while some participants (P7, P8, P11, P12) reported stimuli-mapping directionality asynchrony issues, stretch mapping was still preferred over the baseline condition.

7 IMPLEMENTATION

Building on the result of our first user study, we engineered a prototype system, depicted in Figure 9, comprised of: (1) a sensor module that detects a set of distractive stimuli, (2) a user interface where users can select the distractions to be integrated into their VR experience, and (3) a simple Unity3D script that allows designers
Our sensor module also contains an Arduino Nano which users can wear in their backpack. Any wind over 10Mph or a change in temperature by 0.05 °C is communicated from the Arduino to the laptop. Finally, the laptop communicates all distractions to the Oculus headset, in the form of messages using the Open Sound Control (OSC) protocol over Wi-Fi; the VR experiences respond to these by activating their pre-designed mappings.

**Software.** On the software side, we implemented a simple VR user interface menu that lists all the potential stimuli detected by our system. Using this UI, end-users select which stimuli they allow to integrate, prior to the start of the VR. Considering the variety of physical environments the users might be in, such design enables the user to customize their VR experience and gives users the agency to decide which distractions are suitable. We also implemented a simple mapping Unity3D script that allows the VR designers to connect the VR effects/animations/scenes to each distinctive stimulus that our sensors detect. As depicted in Figure 9c, the designer can drag and drop Unity3D object references into the UI our script exposes (using Unity3D’s inspector). Moreover, they can specify which functions to trigger when each distraction starts/ends. Any events they add are therefore connected to handlers in the backend, and designers’ functions will be called whenever the corresponding OSC messages arrive (and if the user enabled this type of distraction integration).

### 8 STUDY #2 TECHNICAL EVALUATION & OUT-OF-LAB USER STUDY

Equipped with our sensing module, we conducted two additional evaluations: (1) a technical evaluation to measure its accuracy in detecting stimuli in the user’s surroundings; and (2) an out-of-lab user study, which allowed participants to experience our system without the controlled laboratory settings and scripted stimuli that we used in our first study. The latter user study was approved by our Institutional Review Board (IRB22-0265).

**The summary of our findings.** The results are as follows: (1) in our technical evaluation, we found that our proof-of-concept system has an average detection accuracy of 77.2% across five stimuli, and (2) in our out-of-lab study, we observed that participants’ reactions aligned with our findings from Study #1 (in-lab study).

#### 8.1 Technical evaluation

**Evaluation goal.** Measure the detection accuracy of our hardware prototype in uncontrolled environments.

**Apparatus & locations.** Specifically, we recruited a participant to wear a VR headset, attached to our sensor module, and stand in three locations: (1) an entrance hallway of a university cafe, (2) outdoors, next to a bus station, and (3) an open antechamber in a residential building. These places were chosen to cover a variety of locations where people are or might one day be experiencing VR. Experimenters did not interfere or create stimuli in these locations and just safeguarded the safety of the participant as they collected the data. All stimuli occurred naturally in these locations, such as when people passed by, or weather conditions changed.

**Task.** Our participant stood at the three chosen locations, each for 10 minutes. From their head-mounted display, they were presented with a list of stimuli that our sensor module detects and were asked to select any stimuli that they felt. This allowed us to compare to relevant human-level ground truth, i.e., a participant in VR. Note that the participant did not wear noise-canceling headphones for this task.
Results. In total, the participant reported 29 "door" events, 18 "speech" events, 16 "wind" events, 4 "temp change" events, and 19 "engine" events across all three locations. The intervals with no checked stimuli were marked as "none", which were reported 57 times. Figure 10 depicts our system’s accuracy in identifying the events that the VR participant was able to perceive, across all three locations. We plotted the accuracy of our system in identifying distractions in the confusion matrix. We found an average accuracy of 77.2% across all distractions in all locations. Two results stood out. First, speech sound was the most misclassified stimulus with an accuracy of 56%. Secondly, the door closing sound was also sometimes misclassified, at an accuracy of 66%. Finally, while we can expect that advances in sensing will only push this average accuracy of 77.2% upwards, we must also note that any correct classification will result in an improvement in immersion (see Study #1 results) while missing detecting an event just default to the baseline that current VR users grew accustomed to; in other words, today’s users know that there are distractions outside of VR. As such, to better understand the impact of our system, when deployed in real-time and outside the lab, we conducted another evaluation, which we present next.

Limitation. Finally, we encourage the reader to also consider the limitations of our technical evaluation: in particular, its limited sample size. We recruited a single participant (from outside of the research team) for detecting and labeling events in their surroundings, which we used as ground-truth labels.

8.2 Study #2: out-of-lab user study

Study goal. The goal of our out-of-lab user study was to explore the concept of distraction integration when deployed in real-time in an uncontrolled environment, where the distractive stimuli occurred spontaneously.

Interface conditions. In this study, participants played the VR game from Study #1. They experienced two interface conditions in a counterbalanced order: baseline (no mapping) and experimental (our distraction mapping). Since Study #1 validated that both direct and stretch mapping improved presence and lowered distraction levels, this study used a mix of both mapping strategies: wind mapped to VR tree sways, temperature mapped to VR snow, engine sound mapped to a VR helicopter, speech sounds mapped to a VR ninja passing by, and door sound mapped to VR explosion.

Additional design considerations. In less controlled environments, such as the outdoor environments in which we conducted this study, distractions might occur often, even simultaneous or overlapping. While the most straightforward approach is to trigger all the VR counterparts of any detected distraction, the rapid amount of changing sensory information in VR might overwhelm the user—this in turn would be counterproductive as the distraction mappings themselves could become a distraction. As such, in this study, we made several design decisions (guided by preliminary pilot tests) to strike a better balance on when to trigger a distraction: (1) after a sound distraction was detected and its mapping was rendered, our system disregarded incoming sound distractions for 20s; (2) similarly, once a multimodal distraction is masked, VR disregarded incoming multimodal distractions until 10s after; moreover, for either multimodal distraction (wind, temperature change), the VR randomly chose one of the two multimodal mappings to render when detected; (3) when a sound distraction and multimodal distraction happened in sequence, the mappings rendered normally based on detection order (no wait time as in the previous two cases).

Apparatus. Participants stood at the entrance of a residential building (one of the spaces used in our technical evaluation). Our sensor module, described in Implementation, was attached to the participants’ VR headset. Pre-designed VR counterparts were activated when the sensor detected the stimuli. As shown in Figure 11 participants encountered a wide variety of distractions while playing VR in this location (e.g., people speaking, cars, wind, etc.).
they also stated that they “can come back to the game very quickly.” When asked about our mappings, P1 stated that “the wind in VR match with what I felt physically” and “those wind became not distractive that much to bring me to think about the physical environment.” P2, P4, and P5 also reported that they established a link between environmental factors in VR (snow, wind) and how their bodies felt physically. For instance, P2 stated, “the added effects explain some distraction from the physical environment, making me more immersed.” When considering other stimuli in the physical environment, P3 stated that “seeing people passing by [in VR, one of our VR effects] and feeling people passing by [hearing them move around the environment] made it part of VR.” P2 and P5 also reported relating people walking by/talking in the physical environment to the virtual avatars in VR. P5 further noticed that “the sound of [real] cars mimics the sound of VR helicopter.” They added that “some distractions from the physical environment can be regarded as effects in VR [because of the appearance of VR counterparts], which makes me more immersed”, while in the baseline condition, they felt the stimuli “completely from the physical environment.”

Finally, among our six participants, only one participant (P4) rated the presence level of baseline higher than the experimental condition. P4 elaborated on this by stating that even though they found "VR factor better corresponding with the physical environment" in the experimental condition, in the baseline condition, "the game mode has more predictability that I can focus on." Similarly, among our six participants, only one participant (P3) rated no difference between distraction levels between baseline and experimental conditions and further explained this rating by stating, "I am the kind of person that focuses a lot on the game”.

9 STUDY #3: HOW WILL CONTENT BE CREATED? EXPERT EVALUATION BY VR DESIGNERS

While our first two studies focused on how distraction integration impacts end-users’ sense of presence and awareness of surrounding distractions, in this third study, we turn our attention to the content creators—VR designers and developers who might one day interface with our technique. We conducted a design study with three game designers/developers to (1) understand their attitude toward the concept of integrating real-world distraction into virtual reality, (2) observe their design process, and (3) collect their designs and their professional suggestions. Specifically, to make the designs more comparable across participants and possible to analyze, we provided participants with a pre-built VR experience and asked them to design for six types of distractions, ranging from sound stimuli (i.e., long motorized sound) to multimodal distractions such as temperature change and smoke smell. A semi-structured interview was conducted after the design period to understand their design process and qualitative feedback.

This user study was approved by our Institutional Review Board (IRB22-0265)

9.1 Participants

We recruited three VR designers/developers (two identified as females, one as male). All of them had at least two years of VR-specific game development experience and received training from
university-level game design programs. They are adept at using game engines such as Unity 3D and other design toolsets. One of our participants (P1) has worked in a major video game company and was involved in the release of several mainstream games. The participants were compensated with $70 for their time.

9.2 Procedure

This study was comprised of three phases: (1) an introduction to the VR materials; (2) a 7-day period in which participants worked on designs on their own time; and (3) a semi-structured interview to understand design choices and collect suggestions.

Task. We provided participants with a Unity3D project that contained a VR museum experience. It included the scene, together with a unity script that received data from our sensor module (or from the event simulation script). Participants were asked to design experiences that masked six types of distractions: (1) long mechanical sounds (e.g., drilling, vehicle’s motor running, helicopter flying by, etc.), (2) transient sounds (e.g., hammering, object fall, etc.), (3) human sounds (e.g., crowd or person talking, laughing, etc.), (4) wind gust (e.g., fan, outdoor wind gust, etc.), (5) change in temperature (e.g., walking from indoor to outdoor, AC on/off), and (6) smoky smell (e.g., campfire, cigarette, BBQ). For each stimulus, participants were asked to design two versions. They were not introduced to our concepts of direct or stretch mappings. Participants were told that they could change/remove/add anything into the scene, except for the museum paintings, to ensure the goal of the VR experience was respected. To allow participants to test their design together with the physical stimuli, we provided them with sound samples and a scratch-and-sniff sticker that contained campfire smells. Participants were encouraged to go outdoors to test the wind and temperature shifts.

9.3 Design outcomes & qualitative feedback

In total, our participants created 36 designs to integrate distractions into the virtual museum experience. Figure 13 and Figure 14 depict a selection of these design outcomes. We analyzed the designs and the transcribed interviews and clustered participants’ results into six topics (1) mapping strategy, (2) considerations for the VR narrative, (3) designing around attention, (4) reversing cause & effect, (5) reusing mappings, and (6) non-visual mapping.

1. Mapping strategy (direct vs. stretch). We found an almost even split when categorizing the participants’ designs by direct or stretch mappings. 19 out of 36 designs depicted direct mappings, in which the external stimulus was mapped to a VR counterpart that directly attempted to represent the source of distraction. For instance, P1 designed an effect in which a bystander avatar appears surrounding the VR user to mask the sound of people speaking, shown in Figure 13 (a, 1). Conversely, 17 out of 36 designs depicted stretch mappings, in which participants “stretched” the connection between distractions and their VR counterparts that more loosely attempted to represent the source of distraction. For example, P3 created a VR effect that makes a light flicker and switch off, to mask any transient sound distractions, as shown in Figure 14 (a, 2). We also zoomed into each category of distraction (e.g., sounds vs. multimodal) to examine how participants made use of different strategies. We observed that participants created more stretch mappings for auditory distractions. 12 out of 18 auditory distractions designs adopted stretch mapping strategies, while only 5 out of 18 for multimodal distraction designs. This is intuitive in that the VR headset already masks the source of the sound, so our participants took advantage of this to stretch the VR counterparts for more “ambiguous” sounds (e.g., a motorized sound can be created by a wide range of sources).

2. Fit distractions to narrative vs. alter the narrative to fit distractions. We observed that two (of three designers) kept the
original narrative of the museum experience as intact as possible, as shown in Figure 13. They designed VR counterparts that aligned with the original atmosphere of the museum, such as the "coffee machine" in Figure 13 (b, 1) that masked motorized sounds, the "plant pot that fell" in Figure 13 (c, 2) that masked transient sound, or the "ceiling fan" in Figure 13 (e, 1) that masked wind. Conversely, P3 re-designed the museum as an experience in the dark, as shown in Figure 14—P3 explained this by stating: "a lot of the stimuli do not necessarily fit with the [original] museum environment. . . horror uses a lot more definitive select sound that helped to create the atmosphere". For instance, P3 used this "horror" version of the museum to add surprising effects that masked the distractions, such as glitches in the TV from Figure 14 (a, 1) to mask transient sounds and making blood drop from the ceiling in Figure 14 (b, 2) to mask speech.

3. Designing with attention. Among all the designs, we observed a split between distraction integrations that try to rapidly shift the user’s attention to make sense of the distraction and those that stay in the ambiance for the user to notice. 17 out of 36 designs were created to shift the user’s attention, typically by showing the VR effect clearly in front of the user’s viewpoint or drawing attention to it using extra sounds, forcefully redirecting the viewpoint, etc. For instance, P1 and P2 masked speech sound using bystander avatars that walk around the VR user, which users could hardly miss. “People are more sensitive to human sound and speech. We are tuned to pay attention to that,” said P2. Conversely, 19 of 36 designs provided more subtle cues that were more ambient. For instance, to mask the campfire/cigarette smell, one of the P2’s designs was to render a tobacco pipe on the museum bench, shown in Figure 13 (d, 1). P2 elaborated on this by stating: “integration should not be a distraction; there are chances that players didn’t even catch the smell.” P3 also emphasized the “ambiance” of some of her designs by stating: “I am not trying to draw the [user’s] attention at all; with subtleness, you can integrate things with a lot more fluidity in it.”

4. Reusing mappings. Without any instructions to do so, we observed eight instances of participants using the same VR counterpart to mask multiple distractions: (1-2) a “ceiling fan” mapped to the wind and temperature shifts; (3-4) an “air conditioner” mapped to temperature shifts and motorized sounds, (5-6) “fog” mapped to temperature shifts and smoke smells; and (7-8) a “fireplace” mapped to temperature shifts and smoky smells. Regarding the decision rationale, P2 explained that “I am not gonna get every possible distraction, so being able to adapt and be flexible is important (. . .) you don’t want to find yourself in a situation where you create an effect per distraction.”

5. Non-visual mappings. We observed two participants (P1 and P2) that created VR effects (to mask distractions) using sound alone. For example, P1 masked a wind using the sound of a fan, as depicted in Figure 13 (e, 1). Similarly, P2 experimented with using only the “window-rattling sound”, whose volume becomes higher when the user gets closer to the window, as depicted in Figure 13 (e, 2). Moreover, P1 added that even more non-visual mappings are possible by stating “[a] pathway to tactile would be cool” and then described how one could use a haptic device that generates wind to mask any cold temperature. The idea of leveraging multimodal feedback to map distractions is a promising future direction for our technique.

6. Explanation after the fact. We observed participants leveraging “hindsight” in certain designs. In these designs, the moment (cause) that leads to the external stimuli (effect) is unseen by the player and can only be understood after it has happened. For instance, P2 made one of the museum paintings fall after any long stance, P2 made one of the museum paintings fall after any long sound was heard by the participants, as shown in Figure 13 (b, 2). We also used this technique in Study #1: the participant felt a tap on their back, but they only saw a ninja running away when looked back—they never actually saw the ninja touching but attributed the “tap” to it, only in hindsight. While this technique also provides a way to map distractions, it requires specific situations where hindsight can be robustly evoked; as such, it is less generalizable—this technique was used in only 3 out of 36 designs in Study #3.

Qualitative feedback on using our concept. All the participants reacted positively to the concept of integrating distractions into virtual reality. P1, for instance, stated: “[I] really liked the concept and can tell it to be an add-on tool for creating VR experience.” Similarly, P3 found the concept useful and stated: “we already got scared when we heard a sudden noise in VR as we can’t see it. Having full immersion from inside the game and technically outside the game makes things better.” P2 added by describing their design...
We encourage prospective designers to make their VR effects (that working toward integrating distractions into virtual reality. For instance, we advise that the VR effects only that the most common usage will be to align the distractions to the mappings.

One way designers can tackle this is by being mindful of work (and costs) since it requires designers to create more VR effects for each distraction.

4. Do not overload the user with VR effects. We encourage prospective designers to render a limited set of VR effects at a time. In a realistic setting, such as the outdoor environments in which we conducted Study #2, distractions can occur often, even simultaneously (two distractions being detected almost at the same time) or overlapping one another (a new distraction being detected while another one is still ongoing). While the most straightforward approach is to simply trigger all the VR counterparts of any detected distraction, this might not result in the best experience for the user; in other words, the distraction mappings themselves can become a distraction. One way designers can tackle this is by being mindful to not overload users with too many distraction mappings, for instance: by defining a maximum amount of simultaneous mappings, defining the minimum timing between mappings, etc.

5. Consider impacts on VR narrative before designing mappings. We encourage prospective designers to assess the impact that the mappings will have on VR narrative and evaluate the costs of adjusting the narrative to fit more distractions. We believe that the most common usage will be to align the distractions to the narrative and not vice-versa, due to costs. As such, we recommend that, in most average cases, prospective designers only include distractions that are sensible to their narrative, rather than engaging in complex narrative changes that are costly.

6. Handle false positives over false negatives. We encourage prospective designers to consider how they handle false positives (i.e., instances where the hardware detected a distraction where there was none in the physical environment). One way to tackle these is to create designs that are very sensible in VR and will not fill out of place even in the absence of external stimuli. Another, more advanced way, is to complement each design with additional multimodal cues in the VR. For instance, in Study #3, one of our designers created a “ceiling fan” to mask wind stimuli. However, their VR ceiling fan also had sound, which makes this design more self-consistent even in the absence of wind. Conversely, we recommend that prospective designers not obsess about false negatives (i.e., instances where the hardware module missed a detection) as this is what VR users already are accustomed to with today’s VR (i.e., they know that there are a lot of distractions around them).

7. Ethical considerations. We urge designers to take ethical considerations seriously while integrating distractions in VR. While our proposal ensures the user has full agency in deciding which stimuli they allow to be mapped at the start of each VR experience, we still encourage prospective designers and researchers to consider ethically what is being mapped. For instance, we do not recommend mapping emergency events such as alarms or sirens. Moreover, several distractions carry different values at different ranges. For instance, for a VR user in their home environment, cold temperature shifts are relatively harmless (e.g., A/C or a window was opened, etc.), compared to an expected heat shift (e.g., most likely the A/C but at a temperature above 35°C could be indicative of hazards. Note that while traditional VR also suffers from these safety issues, it is even more important to consider it when integrating distractions. In any implementation, just as in ours, we urge that users are left with a full agency to decide which distractions will be integrated.

11 CONCLUSION

We proposed, implemented, and validated a new concept, where we directly integrate distractions from the user’s surroundings into their virtual reality experience to enhance presence. Using our approach, a sensation that contradicts with VR experience (e.g., a drafty wind through the user’s room) can be directly mapped to a virtual effect coherent with the VR narrative (e.g., the sway of trees in a VR experience that contains trees).

Using this novel approach, we demonstrated how to integrate a range of distinctive stimuli into the VR experience, such as haptics (temperature, vibrations, touch), sounds, and smells. We validated our approach by means of three user studies and a technical evaluation, including a controlled study, an outside-the-lab study, and a study with VR game designers who might one day utilize a system inspired by our findings.

Finally, we synthesized the insights from our studies and explorations into a set of design suggestions and discuss ethical considerations of integrating real-world stimuli into virtual reality.
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